Word inversion sensitivity as a marker of visual word form area lateralization: An application of a novel multivariate measure of laterality
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A B S T R A C T

An area within the ventral occipitotemporal cortex (vOTC), the “visual word form area” (VWFA), typically exhibits a strongly left-lateralized response to orthographic stimuli in skilled readers. While individual variation in VWFA lateralization has been observed, the behavioral significance of laterality differences remains unclear. Here, we test the hypothesis that differences in VWFA lateralization reflect differing preferences for holistic orthographic analysis. To examine this hypothesis, we implemented a new multivariate method that uses machine learning to assess functional lateralization, along with a traditional univariate lateralization method. We related these neural metrics to behavioral indices of holistic orthographic analysis (inversion sensitivity). The multivariate measure successfully detected the lateralization of orthographic processing in the VWFA, and as hypothesized, predicted behavioral differences in holistic orthographic analysis. An exploratory whole brain analysis identified further regions with a relationship between inversion sensitivity and lateralization: one near the junction of the inferior frontal and precentral sulci, and another along the superior temporal gyrus. We conclude that proficient native readers of English exhibit differences in cortical lateralization of the VWFA that have significant implications for reading behavior.

Hemispheric lateralization, the localization of a function predominantly to the left or right hemisphere, has shed light on our understanding of a range of cognitive functions (e.g., Calvo and Beltrán, 2014; Heine et al., 2014; Schotten et al., 2011). Lateralization describes both laterality of hemispheric dominance and the degree of that dominance (Binder et al., 1996; Hinke et al., 1993). Spoken language processing tends to be lateralized in the left hemisphere (Baciu et al., 2005; Knecht et al., 2000). In contrast, the lateralization of visual word form (i.e., orthographic) processing exhibits more variability, for reasons that remain poorly understood. In this paper, we test whether differences in the lateralization of the ventral occipitotemporal cortex, termed the “visual word form area” (VWFA), are indicative of individual differences in orthographic analysis. More specifically, we use a new multivariate technique for measuring laterality, and test whether the degree of VWFA lateralization is predicted by sensitivity to visual inversion, which we use as an index of holistic orthographic analysis.

The strongest evidence for variability in VWFA laterality comes from cross-linguistic studies comparing alphabetic versus non-alphabetic writing systems (e.g., English versus Chinese). Typically, readers of alphabetic writing systems exhibit strongly left-lateralized VWFA activation in response to printed words, whereas readers of non-alphabetic writing systems often exhibit bilateral engagement of the left VWFA and its right-hemisphere homologue (rVWFA) (Bolger et al., 2005; Liu et al., 2007; Mei et al., 2015, 2013; Mo et al., 2015; Nelson et al., 2009; Tan et al., 2001). This pattern has even been observed in an artificial orthography study involving native English speakers: learners of an alphabetic orthography exhibited left-lateralized engagement of the VWFA, while learners of a non-alphabetic orthography exhibited bilateral engagement of the VWFA (Hirshorn et al., 2016).

These cross-linguistic differences in VWFA lateralization may occur because an orthography's mapping principle – the unit of sound that is represented by its graphemes – influences how a word is visually
processes (Hirshorn and Fiez, 2014). Alphabetic orthographies, in which graphemes are mapped onto phonemes in a spoken language, may bias readers toward analytic visual strategies that emphasize the component features of a stimulus (Pae, Sun-A, Mano and Kwon, 2017). For example, this could include reading strategies that focus attention on the sequential letters of a visual word form. Non-alphabetic orthographies, in which graphemes map onto larger units of sound (e.g., syllables or morphemes, as in Chinese), may bias readers towards a greater use of holistic visual strategies that emphasize the overall structure of a visual word form (Ben-Yehudah et al., 2018). For instance, this could include reading strategies that focus attention on the entire shape of the visual word form or the configurational relationships between the orthographic subcomponents within a word.

This line of reasoning aligns well with the face processing literature, where engagement of the right visual association cortex has been associated with holistic visual analysis, and engagement of left visual association cortex with analytic or part-based visual analysis (Rossion et al., 2000). This has led reading researchers to test for cross-linguistic differences in holistic versus analytic orthographic analysis by borrowing experimental manipulations from the face recognition literature (Akamatsu, 1999, 2003; Ben-Yehudah et al., 2018; Pae et al., 2017; Pae and Lee, 2015).

For example, in studies of face processing, applying visual-spatial distortions, like inversion, is thought to disrupt holistic visual perception (Maurer et al., 2002; Yovel and Kanwisher, 2008). The resulting slowing of response-times and drop in accuracy after inversion is believed to reflect a switch to the (now, necessary) analytical approach. A strategy switch towards analytical processing is associated with a shift away from the typically right-lateralized fusiform gyrus response to faces (Rossion et al., 2000). Applying this to orthographic analysis, it has been hypothesized that sensitivity to inversion should be linked with relatively greater holistic processing and more bilateral engagement of the VWFA.

As predicted by this hypothesis, the reading performance of individuals from non-alphabetic writing systems is more affected by visual distortions than those from alphabetic writing systems (Akamatsu, 1999, 2003; Ben-Yehudah et al., 2018; Pae et al., 2017; Pae and Lee, 2015). Further, visual inversion has a different effect in these groups on the lateralization of the N170, an evoked potential response associated with early visual processing. Visual inversion leads to similar right lateralization of the N170 response to Chinese characters and faces in Chinese readers (Wang, Kuo and Cheng, 2011), but face and word inversion produces opposite laterality effects in English readers (Rossion et al., 2003). Similar results have been observed with fMRI, with inversion of English words versus faces producing opposite effects on activity patterns in the fusiform gyrus (Sussman et al., 2018). Taken together, there is a strong body of cross-linguistic literature that links sensitivity to visual distortion, holistic orthographic analysis, and right hemisphere engagement.

The current study builds on this prior research by examining VWFA lateralization within a group of native English speakers. Variable engagement of the right VWFA in native readers of an alphabetic orthography has been reported within the literature, though it has received little commentary or systematic investigation (Cohen et al., 2003; Dehaene, Le ClecH, Poline, Le Bihan and Cohen, 2002; Reinke, Fernandes, Schwindt, O’Craven and Grady, 2008; Vigneau et al., 2005). We hypothesize that bilateral engagement of the VWFA is associated with a greater reliance on holistic orthographic analysis, and therefore individual differences in VWFA lateralization should be predicted by inversion sensitivity, a behavioral measure of holistic orthographic analysis.

In measuring VWFA lateralization, the study makes use of both a conventional univariate and a new multivariate approach for measuring neural lateralization. For the conventional univariate method, lateralization is examined by comparing the mean response of left and right homologue regions to a task condition (or stimulus). If the mean activation of the two homologues is significantly different, the function being tested is considered to be more lateralized to one hemisphere. If there is no significant difference, the function is considered bilateral. Although the univariate method has advanced our understanding of lateralization, it is restricted to comparing conditions that differentially modulate the overall activation of a voxel or region (Norman et al., 2006). This limitation inspired the idea of using multivariate techniques to assess lateralization, to yield what we will refer to as a “Multivariate Laterality Index”. Multivariate (multivariate) pattern analysis (MVPA) is a technique that – rather than testing a region’s mean activation level – measures the information contained in distributed patterns of neural activity (Haxby et al., 2001), often using machine learning algorithms. This approach typically involves training a classifier to distinguish patterns of activity evoked by conditions of interest. The classifier is then tested on independent data to measure how well conditions or stimuli can be discriminated based on the neural data. The resulting classification performance, or decoding accuracy, reflects the degree to which a condition is represented in the pattern of activity distributed across a region’s multiple voxels. MVPA provides sensitivity to information that cannot be detected in mean activation levels alone (Coutanche, 2013; Tong and Pratte, 2012). Furthermore, participant variation in classifier decoding performance can be a more sensitive biomarker of individual differences than differences in univariate responses (Coutanche et al., 2011) – a benefit that we also draw on in this work.

In this study we present words, letter-strings, and other stimulus types during an fMRI scan to native English readers who vary in word inversion sensitivity, our index of holistic orthographic analysis. We employ both a traditional univariate approach to measuring lateralization, and a novel multivariate laterality measure that characterizes left and right brain regions based on the information contained in their respective multivoxel patterns. We hypothesize that individuals with greater word inversion sensitivity (i.e., a bias towards holistic visual processing for words) will employ the VWFA with a greater degree of bilaterality. Furthermore, we hypothesize that the multivariate (pattern-based) laterality technique will be more sensitive than a traditional univariate (activation-based) lateralization measure to this individual difference.

1. Method

1.1. Participants

Data from 22 participants (8 males; 18–22 years old, mean (M) age = 19 years) are analyzed. Two other participants were excluded from the analysis: 1) one participant’s partial brain scan excluded the region of interest, 2) one participant’s head motion exceeded the maximum cutoff of 3.5 mm. The Edinburgh Handedness Inventory was used to determine handedness (Oldfield, 1971). All participants were right-handed with normal or corrected-to-normal vision and native English speakers. Participants completed a prescreening in which they reported no history of hearing or vision problems, learning and reading difficulties, or neurological problems. Participants provided written informed consent and were compensated for their time.

1.2. Word inversion sensitivity

Prior to scanning, each participant’s sensitivity to visual-spatial distortion (inversion sensitivity) was measured using a lexical decision task (LDT), in order to select participants for the imaging study. In this task participants were presented with both upright and inverted (rotated 180°) letter-strings and instructed to decide as quickly and as accurately as possible whether it is an English word. Participants were shown 20 words and 20 nonwords. Half of the words and nonwords were presented in each orientation. Initially, median RTs for upright words were used to screen out individuals with atypical reading ability. Specifically, of the initial 411 potential participants, participants with RTs outside the 25th to 75th percentile were removed leaving 203. We then used accuracy and response times (excluding RTs for incorrect trials) for analysis. The sensitivity to visual-spatial distortion of each participant was calculated as the ratio of median RT for inverted words and nonwords divided by...
the median RT for upright words and nonwords, providing a measure we call the lexical decision ratio (LDR). Higher scores on this measure reflect a larger slowing of response-times in response to inverting words/nonwords. The median ratio of the remaining participants was 1.42 with a standard error (SE) of 0.037. To determine the group cutoffs, we used the median ratio ±2 SE (rounded to 1.35 and 1.5). Thereby, participants with higher sensitivity to visual-spatial distortion (HS) were defined as those individuals with RTs for inverted stimuli that were at least 1.5 times greater than upright stimuli. Participants with lower sensitivity to visual-spatial distortion (LS) were defined as those individuals with RTs for inverted stimuli that were less than 1.35 times that of upright stimuli. Twenty-two participants were successfully grouped to participate in the imaging session.

To ensure group assignment reliability for inversion sensitivity, we also used a second measure, an overt naming task (NT). In this task participants were instructed to name aloud the presented upright and reversed words (FLIGHT THGLIF) as quickly and accurately as possible. The set of stimuli assigned to each orientation condition was matched along each of the dimensions sampled by Graves et al. (2010). Similar to the LDR, to determine the overt naming ratio (ONR), the median reversed orientation RT was divided by the median upright RT. Higher scores again reflect a larger slowing of response-times in response to visual-spatial distortion. A median ratio of 1.16 was used to confirm participants in low and high sensitivity groups, where scores below the median ratio confirmed membership in the group with lower sensitivity to visual-spatial distortion, and scores above the median ratio confirmed membership in the group with higher sensitivity to visual-spatial distortion. Four participants were then excluded from group analysis whose ONR were not consistent with their LDT assignment (these participants are excluded from the group analyses, but included in a continuous analysis examining the relationship between individual lateralization and inversion sensitivity scores). After using both the LDR and ONR, the HS group had 8 participants, the LS group had 10 participants, and 4 participants did not meet the cutoffs of either group. (See Table 1)

Participants in both the HS and LS groups were matched in reading sub-skills. Word identification, phonemic decoding, and passage comprehension were assessed using subtests from the Woodcock Reading Mastery Test (Woodcock, 1998). In the word identification (Word ID) subtest, participants read a list of words aloud. The LS group (M = 547, SE = 2.09) did not differ from the HS group (M = 545, SE = 2.92; t(17) = 0.68, p = 0.51) on the Word ID subtest. For phonemic decoding, participants completed a Word Attack task where participants read nonwords out loud. Scores did not differ from the LS group (M = 521, SE = 1.88) and HS group (M = 519, SE = 2.05; t(17) = 0.52, p = 0.61). For the passage comprehension subtest, participants read passages and provided words for missing blanks that correctly fit the context of the passage. The LS group (M = 539, SE = 1.80) and HS groups (M = 534, SE = 2.32) did not differ in scores (t(17) = −1.79, p = 0.09). We used the Comprehensive Test of Phonological Processing (CTOPP) subtests to assess phonological awareness (Wagner et al., 1999). LS (M = 102, SE = 3.34) and HS (M = 103, SE = 2.46) groups did not differ in phonological awareness (t(17) = −0.25, p = 0.81). The LS (M = 14.43, SE = 0.47) and HS (M = 13.82, SE = 0.66) groups were matched on vocabulary which was assessed using the Wechsler Adult Intelligence Scale, Fourth Edition Vocabulary test (t(17) = 0.78, p = 0.44; Wechsler et al., 2008). We used the Lexical Knowledge Battery (Perfetti and Hart, 2001) to test spelling, which involved showing participants a list of correctly and incorrectly spelled words and having them determine if the words were spelled properly. The LS (M = 2.06, SE = 0.09) and HS (M = 2.10, SE = 0.13) groups did not differ in performance (t(17) = −0.21, p = 0.83).

### 1.3. fMRI data acquisition and preprocessing

Participants were scanned with a 3-T head only Siemens Allegra magnct and standard radio-frequency coil at the University of Pittsburgh. Prior to functional scanning, whole brain structural images were collected using a T1-weighted echoplanar imaging sequence consisting of 192 axial slices of 1 mm thickness (1 x 1 x 1 mm voxels) parallel to the anterior commissure–posterior commissure (AC–PC) plane. T2-weighted scans recorded blood oxygenation level-dependent (BOLD) response using a one-shot EPI pulse (repetition time (TR) = 1500 ms, echo time (TE) = 25 ms, field of view (FOV) = 200 mm, voxel size = 3.125 x 3.125 x 3.125 mm, 38 slices, flip angle (FA) = 70°).

Imaging data were preprocessed using the Analysis of Functional Neuroimages (AFNI) software package (Cox, 1996) to correct for artifacts and movement. The first 4 vol of each functional scan were removed to allow for scanner equilibration. All functional images were first slice-time corrected. A motion correction algorithm registered all volumes to a mean functional volume. All participants displayed less than 3.5 mm of head motion. Voxel activation values were scaled to have a mean of 100, with a maximum limit of 200. Structural and functional images were converted to standardized space (Talairach, 1988) for group comparisons.

### 1.4. fMRI experimental procedure

Participants completed a 1-back task, which involves pressing a button if an image repeats, while in the fMRI scanner. Five visual stimuli categories consisting of words, letter-strings, houses, faces, and patterns were presented at the center of the screen (Fig. 1). The procedure followed protocols related to previous studies of reading (Fox et al., 2009; Rossion et al., 2012). Stimuli were drawn from sets of 40 exemplars for each of the non-orthographic (houses, faces, and patterns) categories, and 157 exemplars for the orthographic (words and letter-strings) categories. The size of the images used in the scanner differed across the five conditions (e.g., stimuli in the “faces” category were all matched in size, but differed from the stimuli matched in size in the “house” category). The letter-strings category consisted of only consonants. Words and letter-strings were matched on length. Participants completed four functional runs lasting 6 min each. Each run consisted of 15 blocks (three of each category, pseudo-randomly ordered). Every block lasted for 15 s and included 15 trials, with the stimulus for each trial displayed for 200 ms followed by an 800 ms fixation cross. A 1-back target was presented for 12.5% of each block. A 9 s baseline condition followed each block. During this baseline, participants attended to a fixation cross at the center of the screen. During each run, the sets of house, face, and pattern stimuli were pseudo-randomly distributed within each of the three blocks for each condition. With the exception of 1-back trials, the words and letter-strings stimuli did not repeat across runs.

### 1.5. ROI localization

Within each participant, we localized the VWFA and rVWFA using both univariate and multivariate methods. We defined the VWFA on the middle segment of the left ventral occipitotemporal cortex (vOTC) first using the peak mean activation (univariate), and then decoding accuracy

---

Table 1

Comparison of HS and LS descriptive and inversion sensitivity statistics.

<table>
<thead>
<tr>
<th></th>
<th>High Sensitivity (HS)</th>
<th>Low Sensitivity (LS)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Descriptive Statistics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Gender (N Male)</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Age</td>
<td>18.88 (0.35)</td>
<td>19.20 (0.13)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Inversion Sensitivity Statistics</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lexical Decision Ratio</td>
<td>1.78 (0.19)</td>
</tr>
<tr>
<td>Overt Naming Ratio</td>
<td>1.28 (0.09)</td>
</tr>
</tbody>
</table>

**Note:** The mean values are listed against each measure, with the group's standard deviation in parentheses.
(multivariate). The same methods were then used to localize the rVWFA in the right vOTC.

1.5.1. Localizing using univariate techniques

We first attempted to localize the VWFA using a univariate contrast of words versus letter-strings because previous research suggests the VWFA is more responsive to words rather than letter-strings (Cohen et al., 2002). The univariate method failed to locate the VWFA and rVWFA using this particular contrast, so a contrast of words and letter-strings versus fixation cross was employed instead. To match the localization approach to multivariate methods (described below) as closely as possible, we conducted a whole brain searchlight approach, in which a spherical mask (3-voxel radius) was sequentially placed around each voxel in the brain to create an ROI (maximum of 123 voxels; Kriegeskorte et al., 2006). The mean activation for the words and letter-strings versus fixation contrast (i.e., positive values indicate greater activation to words and letter-strings) was assigned to the center voxel of each searchlight. The peak mean activation within the middle segment of the vOTC was identified in each hemisphere of participants to localize the VWFA and rVWFA. The typical location of the univariate localized VWFA is shown in Fig. 2B.

1.5.2. Localizing using multivariate techniques

Multivariate classification was conducted on spatially unsmoothed data within MATLAB using the Princeton Multi-Voxel Pattern Analysis toolbox (Detre et al., 2006). Prior applications of multivariate analysis techniques have shown an ability to distinguish more subtle stimulus distinctions than is possible with a more traditional univariate approach (Haxby et al., 2001). The greater sensitivity of multivariate analysis allowed us to successfully localize the ROIs using a words versus letter-strings contrast, which had not been possible with univariate methods. Similar to the univariate approach to localizing the VWFA and rVWFA, we conducted a whole brain searchlight analysis. Again, this was done by creating a spherical mask with a 3-voxel radius on each voxel in the brain.

1.5.3. Multivariate pattern decoding

For each run, we z-scored each voxel’s timecourse of pre-processed activity values. We shifted the timecourse by two TRs to account for the hemodynamic lag. We then trained a Gaussian Naïve Bayes (GNB) classifier and tested this classifier using activity patterns associated with TRs for words and letter-strings. Decoding was conducted using a leave-one-run-out cross-validation approach. Classification performance from the four iterations was averaged to give a single accuracy value. For each of the four cross-validation iterations, 180 TRs (60 from 3 runs) were

Fig. 1. Examples of faces, houses, words, letter-strings, and pattern stimuli presented during the localizer in the fMRI session.

Fig. 2. VWFA and rVWFA subject coverage maps. Axial, left and right sagittal, and coronal views for (A) multivariate-defined (contrast: words versus letter-strings) and (B) univariate-defined (contrast: words + letter-strings > baseline) ROIs. All 22 participants are included in this map. Red represents voxels shared amongst more participants. Green represents voxels shared between fewer participants. The Talairach coordinates for the center of mass of these ROIs were: multivariate-defined VWFA (−40x, −53y, −10z), multivariate-defined rVWFA (41x, −52y, −10z), univariate-defined VWFA (−37x, −55y, −10z), and univariate-defined rVWFA (39x, −55y, −11z).
used for training, while 60 TRs (in a held-out run) were used for testing (30 word TRs; 30 letter-string TRs).

Mean classifier performance from words versus letter-strings was assigned to the center voxel of each searchlight. The peak decoding accuracy in the left, and then the right, middle segment of the vOTC was used to localize the VWFA and rVWFA, respectively. We note that because a peak searchlight is selected for each hemisphere independently of the other, this ROI selection approach is orthogonal to the question of whether these peaks differ in decoding accuracy (i.e., lateralization). The typical location of the MVPA-localized VWFA is shown in Fig. 2A. Additionally, for later comparison with the univariate approach, we also localized the VWFA and rVWFA using a classifier contrast of words and letter-strings versus fixation.

We evaluated the percentage overlap between the univariate and MVPA localized ROIs in each hemisphere by taking the number of shared voxels and dividing this by the total number of voxels for each ROI. The univariate-defined and MVPA-defined VWFA shared a mean overlap of 42% (standard deviation = 17%). The univariate-defined and MVPA-defined rVWFA shared a mean overlap of 32% (standard deviation = 16%).

1.6. Principal components in mid-fusiform cortex

To further examine the generalizability of differences between hemispheres, we also took the left and then right mid-fusiform cortex of each participant, and decomposed the corresponding BOLD signals into statistically uncorrelated components with a principal component analysis (PCA). Data from TRs associated with words and letter-strings (after shifting by 2 TRs to account for the hemodynamic delay) were submitted to a PCA. Components accounting for the top 90% of the variance in each hemisphere’s mid-fusiform cortex (mean number of components = 126.98, SD = 15.46) were used as classifier features for this analysis.

1.7. Lateralization analyses

After localizing the regions using both methods (giving univariate ROIs and multivariate ROIs), we extracted univariate and multivariate measures of lateralization from both sets of regions (i.e., univariate and multivariate lateralization measured in univariate-defined ROIs; univariate and multivariate lateralization measured in multivariate-defined ROIs). We used both univariate and multivariate localization techniques in order to eliminate localization bias as a confounding factor in any observed differences across our lateralization methods.

A univariate measure of lateralization of orthographic processing was calculated by subtracting the rVWFA mean activation values for words and letter-strings versus fixation, from VWFA mean activation for words and letter-strings versus fixation. A positive value denotes left lateralization of the VWFA. As each peak is localized independently in each hemisphere, a comparison of these values (to measure lateralization) is an orthogonal analysis. Our new multivariate measure of lateralization was calculated by subtracting the decoding accuracy of the rVWFA from the VWFA. A positive value denotes left multivariate laterality of the VWFA. Participants’ laterality scores were then correlated with their behavioral inversion sensitivity scores.

We also examined temporal signal-to-noise ratio (tSNR) in different regions. The tSNR was computed by dividing the mean signal intensity by the standard deviation of the noise time course for each voxel. We then averaged the tSNR for each univariate-defined and multivariate-defined ROI. TSNR was then compared across ROIs and inversion sensitivity groups to ensure that key group differences were not due to differing levels of noise.

An exploratory approach to investigating whole brain lateralization with a multivariate analysis was also conducted. Each participant’s map of searchlight accuracies (using the contrast of words versus letter-strings) were transformed to standardized space. The data maintained the same resolution as the functional data and remained spatially unsmoothed. Each participant’s functional data was then compared with the same searchlight map that was flipped along the inter-hemispheric fissure (so that searchlights originally in the left hemisphere were now projected on the right hemisphere, and vice versa). The searchlight maps were then subtracted from each other, to give a lateralization map, where positive values indicate that a searchlight has stronger decoding performance in a left hemisphere region than its right hemisphere homologue. An exploratory analysis was then conducted using the map, where participants’ searchlight lateralization values were correlated with their inversion sensitivity scores. The r-value from this correlation was allocated to the center of each searchlight. We subsequently verified that these regions contained orthographic information by transforming regions with an identified relationship back to native space to test ‘words versus letter-strings’ decoding. Classification performance was compared to chance performance to test significance.

2. Results

We examined the lateralization of orthographic processing in our two groups with high versus low inversion sensitivity (LS and HS participants) using a univariate and multivariate approach to lateralization. Before relating lateralization results to word inversion sensitivity, we first examined activation levels and classification performance in the VWFA and rVWFA. We took two approaches to localizing these regions, based on 1) peak activation levels and 2) peak classification performance. This allowed us to compare univariate and multivariate lateralization measures without a confounding effect of how the ROIs were selected. Specifically, it ensured that any differences between univariate and multivariate laterality measures were not because the ROIs were defined in a way that benefits one approach.

2.1. Univariate localized VWFA and rVWFA results

We first localized the VWFA and rVWFA with a traditional univariate approach, contrasting mean activation for words and letter-strings with fixation. A repeated measures ANOVA was conducted to examine the effect of hemisphere on activation level. There was a significant main effect of hemisphere on activation level, $F(1,16) = 38.26$, $p < 0.001$, $\eta_p^2 = 0.69$. A simple effects analysis showed the LS group had greater activation in the VWFA ($M = 0.33$, $SD = 0.17$) than rVWFA ($M = 0.12$, $SD = 0.17$; $t(9) = 5.97$, $p = 0.001$, $g = 1.18$) for words and letter-strings (relative to fixation). The HS group also showed greater VWFA ($M = 0.31$, $SD = 0.13$) than rVWFA ($M = 0.17$, $SD = 0.22$; $t(7) = 3.12$, $p = 0.017$, $g = 0.73$) activation for this contrast. There was no significant interaction between hemisphere and inversion sensitivity on activation levels, $F(1,16) = 1.08$, $p = 0.315$, $\eta_p^2 = 0.02$.

We quantified univariate lateralization by subtracting the mean activation in the rVWFA from the mean activation in the VWFA (so that greater values indicate stronger left lateralization). The univariate lateralization measure for the LS group ($M = 0.20$, $SD = 0.11$) and HS group ($M = 0.15$, $SD = 0.13$) did not differ significantly ($t(16) = 1.01$, $p = 0.32$, $g = 0.39$), suggesting similar univariate lateralization for both groups. These univariate results are shown in Fig. 3A.

We next compared classification performance for words and letter-strings versus fixation in the univariate localized VWFA and rVWFA regions. We ran a repeated measures ANOVA and found a statistically significant interaction between the effects of hemisphere (VWFA and rVWFA) and inversion sensitivity (high and low groups) on classification performance $F(1,16) = 4.35$, $p = 0.05$, $\eta_p^2 = 0.13$. A simple main effects analysis showed that the LS group had significantly stronger decoding for the VWFA ($M = 0.78$, $SD = 0.08$) than rVWFA ($M = 0.71$, $SD = 0.10$; $t(9) = 4.02$, $p = 0.003$, $g = 0.74$), reflecting greater classification performance in the left region. In contrast, the HS group did not differ in decoding performance in VWFA ($M = 0.75$, $SD = 0.08$) and rVWFA.
Fig. 3. Mean activation and classification performance for groups with lower, and higher, sensitivity to visual-spatial distortion. The left column (A and C) shows results for words and letter-strings compared to fixation (in univariate localized ROIs). Panel A shows activation levels for words and letter-strings > fixation in each hemisphere. Panel C shows decoding of words and letter-strings versus fixation. Note that the result-of-interest is lateralization (differences between white and black bars), which is orthogonal to ROI selection. The right column (B and D) shows results from the more specific words versus letter-strings contrast (in MVPA localized ROIs). Panel B shows activation levels for words > letter-strings. Panel D shows classification of words versus letter-strings (chance = 0.5) in VWFA and mid-fusiform cortex (following PCA). The significance bar across groups in C and D indicate interactions between hemisphere and inversion group. Error bars show the standard error of the mean.

(M = 0.73, SD = 0.06; t(7) = 1.19, p = 0.27, g = 0.27). Multivariate lateralization was calculated by subtracting decoding performance in the rVWFA from performance in the VWFA. Multivariate laterality scores were stronger in the LS group (M = 0.07, SD = 0.06) than in the HS group (M = 0.02, SD = 0.05; t(16) = 2.14, p = 0.048, g = 0.85), suggesting that the LS group had a more lateralized VWFA than the HS group. Results are shown in Fig. 3C.

2.2. MVPA localized VWFA and rVWFA results

We next examined laterality based on regions that were localized using the peak words versus letter-strings classification performance, rather than univariate activation, in the vOTC of each hemisphere. A repeated measure ANOVA showed a significant interaction between hemisphere and inversion sensitivity, F(1,16) = 10.07, p = 0.006, η² = 0.30 on classification performance. Comparing classification performance for words versus letter-strings in these regions across the hemispheres showed that participants in the LS group had significantly stronger words and letter-strings decoding in the VWFA (M = 0.68, SD = 0.06) than in its right homologue (rVWFA; M = 0.60, SD = 0.06; t(9) = 3.33, p = 0.009, g = 1.28). In contrast, participants in the HS group did not show a significant decoding difference between the VWFA (M = 0.62, SD = 0.03) and rVWFA (M = 0.63, SD = 0.04; t(7) = 1.41, p = 0.20, g = 0.27). The MVPA results for words versus letter-strings within the VWFA and rVWFA are shown in Fig. 3D. The LS group (M = 0.07, SD = 0.07) had significantly greater multivariate laterality (t(16) = 3.20, p = 0.006, g = 1.37) than the HS group (M = −0.006, SD = 0.01), indicating that inversion sensitivity was accompanied by less lateralized word decoding.

Using the same multivariate-defined regions, we compared univariate mean activation (a contrast of words versus letter-strings) in the LS and HS groups. There was no significant main effect of hemisphere on activation level, F(1,16) = 0.18, p = 0.68, η² = 0.01, and no significant difference between VWFA (M = −0.02, SD = 0.1) and rVWFA (M = −0.01, SD = 0.08; t(9) = 0.66, p = 0.52, g = 0.17) in either the LS group or HS group (VWFA: M = 0.01, SD = 0.13; rVWFA: M = −0.02, SD = 0.14; t(7) = 1.37, p = 0.21, g = 0.21). These results are shown in Fig. 3B. Using these words versus letter-strings contrast values to assess univariate lateralization revealed no significant difference (t(16) = 1.42, p = 0.18, g = 0.62) between the LS (M = −0.02, SD = 0.1) and HS (M = 0.04, SD = 0.08) groups.

Finally, in order to match the contrast that was necessary for the univariate analysis (words and letter-strings together versus fixation), we also localized the VWFA and rVWFA using classification performance contrasting words and letter-strings versus fixation. There was a significant main effect of hemisphere on classification performance, F(1,16) = 13.60, p = 0.002, η² = 0.43. Examining these newly localized regions showed that participants in the LS group had significantly stronger words and letter-strings decoding (relative to fixation) in the VWFA (M = 0.84, SD = 0.07) than in its right homologue (the rVWFA; M = 0.78, SD = 0.07; t(9) = 3.61, p = 0.006, g = 0.82). In contrast, participants in the HS group did not show a significant difference of decoding between the VWFA (M = 0.83, SD = 0.05) and rVWFA (M = 0.80, SD = 0.06; t(7) = 1.68, p = 0.137, g = 0.51). In these same multivariate-defined regions, we compared mean activation levels (from a contrast of words and letter-strings versus fixation) in the LS and HS groups. There was a significant main effect of hemisphere on activation levels F(1,16) = 13.30, p = 0.002, η² = 0.44. The LS group had greater activation in the VWFA (M = 0.13, SD = 0.15) than rVWFA (M = −0.03, SD = 0.14; t(9) = −2.97, p = 0.02, g = 1.06), indicating greater activation in the VWFA than rVWFA for words and letter-strings (relative to fixation). The HS group showed a similar pattern: a significant difference between VWFA (M = 0.09, SD = 0.13) and rVWFA (M = −0.001, SD = 0.18; t(7) = 2.36, p = 0.05, g = 0.55), suggesting greater VWFA mean activation in both groups.

To validate the effects found in the functional ROI approach, we also ran a principal component analysis. We structurally defined the fusiform cortex within the left and right hemispheres, separately running a PCA...
for data within each region, which should include the VWFA and rVWFA, respectively. We ran a repeated measures ANOVA and found a significant interaction between hemisphere (left and right fusiform cortex) and inversion sensitivity (low and high groups) on classification performance $F(1,16) = 5.46, p = 0.03, \eta^2_p = 0.22$ (Fig. 3D). A simple main effects analysis showed that the LS group had higher classification accuracy in the left fusiform cortex ($M = 0.59, SD = 0.06$) than the right fusiform cortex ($M = 0.52, SD = 0.08$; $t(9) = 3.07, p = 0.013, g = 0.95$). The HS group did not differ in decoding performance in the left ($M = 0.53, SD = 0.03$) and right ($M = 0.54, SD = 0.06$; $t(7) = 0.30, p = 0.775, g = 0.20$) fusiform cortex. Multivariate laterization was calculated by subtracting right hemisphere decoding accuracy from left hemisphere decoding accuracy. There was a significant difference between laterization in the LS ($M = 0.07, SD = 0.07$) and HS ($M = -0.01, SD = 0.06$; $t(16) = 2.36, p = 0.032, g = 1.16$) groups, suggesting that the LS group has more left-lateralized VWFA information than the HS group.

To check whether the above results are due to differences in signal-to-noise ratios, the temporal signal-to-noise ratio for each ROI was evaluated across hemispheres and groups in a repeated-measures ANOVA. There was no significant effect of hemisphere for the univariate-defined regions (left: $M = 83.92, SD = 14.05$; right: $M = 82.86, SD = 21.31$; $F(1,16) = 0.04, p = 0.85, \eta^2_p = 0.002$) and no significant interaction between hemisphere and inversion sensitivity, $F(1,16) = 0.32, p = 0.58, \eta^2_p = 0.02$. There was also no effect of hemisphere for the multivariate-defined regions (left: $M = 87.64, SD = 19.76$; right: $M = 86.28, SD = 19.80$; $F(1,16) = 0.08, p = 0.78, \eta^2_p = 0.01$) and no significant interaction between hemisphere and inversion sensitivity, $F(1,16) = 0.37, p = 0.55, \eta^2_p = 0.02$. These results suggest that group differences were not due to differing levels of noise.

### 2.3. Relationship between laterization differences and inversion sensitivity scores

A Pearson’s correlation was computed to assess the continuous relationship between laterization differences and inversion sensitivity ratios from the lexical decision task (LDRs) of all participants (including the four participants that did not meet group cutoffs). We found that the multivariate laterality measure (VWFA minus rVWFA decoding performance from MVPA-defined searchlight) was significantly negatively correlated with the LDR ($r(20) = -0.59, p = 0.004$; plotted in Fig. 4), reflecting weaker left lateralization as inversion-sensitivity increased. Because there were four data points that shared very high laterализation differences in comparison to the other data points, we also ran the correlation excluding them, and still found a significant relationship between laterization differences and inversion sensitivity ($r(16) = -0.49, p = 0.04$). Inversion ratios from the naming task (ONR) were also negatively related to laterization differences ($r(20) = -0.46, p = 0.03$). To confirm that this relationship was due to laterization rather than left or right decoding alone, we separately correlated decoding accuracy in the VWFA and rVWFA with inversion sensitivity scores. There was no significant correlation between decoding accuracy in the VWFA and LDR ($r(20) = 0.29, p = 0.19$). Similarly, correlation between decoding accuracy in the rVWFA alone and LDR was not statistically significant ($r(20) = 0.38, p = 0.08$). There was also a non-significant correlation between VWFA decoding accuracy and ONR ($r(20) = 0.1748$, $p = 0.44$). The ONR did not significantly correlate with decoding accuracy in the rVWFA alone ($r(20) = 0.37, p = 0.09$).

We next took a more exploratory approach. We created multivariate laterality maps for each participant by running a searchlight across their brain and subtracting decoding performance in each right hemisphere searchlight from its associated left hemisphere searchlight. We then ran a correlation between the laterization maps and participants’ behavioral inversion sensitivity scores. Two clusters were above the corrected threshold of $p = 0.05$ following cluster-correction. One 136-voxel cluster is located near the junction of the inferior prefrontal and precentral sulci (IFJ; center of mass at $-41x, 4y, 29z$). This cluster has a negative correlation between laterization and inversion sensitivity scores, matching the direction of the VWFA’s relationship (stronger left lateralization for lower inversion sensitivity scores). The second 185-voxel cluster runs along the superior temporal gyrus (STG; center of mass at $-55x, -37y, 17z$). This cluster has the opposite relationship between laterization differences and inversion sensitivity scores, with greater left lateralization predicting higher inversion sensitivity scores. The locations of the two clusters are shown in Fig. 5. To verify that words versus letter-strings decoding was significant in these two regions, the two clusters were transformed from standard to native space for MVPA. Decoding was significant in the rSTG ($M = 0.56, SD = 0.06, t(21) = 4.04, p < 0.001$), rSTG ($M = 0.54, SD = 0.08, t(21) = 2.377, p = 0.03$), rIFJ ($M = 0.59, SD = 0.07, t(21) = 5.73, p < 0.001$), and rIFJ ($M = 0.58, SD = 0.08, t(21) = 4.67, p < 0.001$) regions. This suggests that all these regions contain orthographic information.

### 3. Discussion

The purpose of this study was to test for an association between inversion sensitivity and VWFA lateralization within a group of native English speakers with normal reading proficiency. A secondary goal was to examine whether a novel multivariate laterality analysis method provides greater sensitivity to the lateralization of some perceptual and cognitive functions. Based on previous work involving native Chinese readers (Kao et al., 2010; Wang et al., 2011) and bilingual Chinese-English readers (Ben-Yehudah et al., 2018; Nelson et al., 2009) and results from the face processing literature (Rosson et al., 2000), we predicted that native English readers who are more disrupted by visual distortion would exhibit more bilateral engagement of the VWFA in response to orthographic stimuli. Using an innovative multivariate approach, we observed significantly less multivariate left-lateralization in the VWFA within a group of subjects with high, as compared to low, inversion sensitivity. Additionally, we found that multivariate laterality of the VWFA was negatively correlated with participants’ behavioral word inversion sensitivity scores, such that more bilateral VWFA was associated with greater inversion sensitivity. These results extend previously reported cross-linguistic differences in the lateralization of the VWFA, by showing that similar differences can be observed within a population of native English speakers with normal reading proficiency.

Originally inspired by the face processing literature, a greater degree of word inversion sensitivity has been linked to a processing bias towards...
holistic visual orthographic analysis (Ben-Yehudah et al., 2018; Kao et al., 2010; Luo et al., 2017; Wang et al., 2003). Given our finding of a significant negative correlation between lateralization in the VWFA and inversion sensitivity, we suggest that native English speakers who exhibit more bilateral engagement of the VWFA and rVWFA have a greater bias towards holistic orthographic coding.

What might give rise to such individual differences in English readers? One possible factor is the method of instruction experienced as early readers. A set of studies using artificial orthographies (Hirshorn et al., 2016; Mei et al., 2013; Yoncheva et al., 2010; Yoncheva et al., 2015) has demonstrated that visual attention to different grain sizes in print-to-speech mapping, ranging from grapheme-phoneme to whole-word relationships, affects the laterality of neural signatures of visual word processing (i.e., N170 and vOTC activation). When participants were instructed to focus on visual units that mapped onto larger phonological units (e.g., whole word versus phoneme; syllable versus phoneme) they exhibited a relatively more bilateral neural signature. Interestingly, English (and other alphabetic writing systems) allow for attention to be focused at different grain sizes, as is demonstrated by different instruction methods across countries (i.e., whole word versus phonics; see Connelly, Thompson, Fletcher-Flinn, & McKay, 2009) and even within the United States (e.g., Baumann, Hoffman, Moon, & Duffy-Hester, 1998; Moats, 2000). Incidentally, our participants were early readers when the ‘reading war’ was still hotly debated (Pearson, 2004). We did not obtain information from our participants on their history of reading instruction, and so future research is needed to assess if and how different methods of reading instruction might lead to individual differences within English readers similar to those observed in the current study.

Individual differences in laterality could also be a result of natural variability in neural organization or orthographic analysis bias, or as a result of developmental differences that affect reading processing, like reading disorders or deafness that affect phonological or sub-word analysis. For example, deaf native signers have been shown to have a larger perceptual span than hearing readers (Belanger, Slattery, Mayberry, & Rayner, 2012), which could potentially contribute to a greater reliance on holistic orthographic analysis. However, these are unlikely to apply to the current data, as the participants were hearing native English speakers, and high inversion sensitivity readers were matched to the low inversion sensitivity readers in reading sub-skills.

The observed individual differences have broader implications for understanding the processes that support reading. Greater reliance on holistic orthographic analysis has been linked with greater reliance on lexical-level reading procedures (Ben-Yehudah et al., 2018; Hirshorn et al., 2018; Pae et al., 2017; Pae and Lee, 2015). Evidence for this comes from comparing the performance of Chinese-English (CE) and Korean-English (KE) bilinguals, whose English reading is influenced by their native language literacy for a non-alphabetic versus alphabetic writing system, respectively. CE have both greater holistic orthographic coding (measured by sensitivity to visual distortion; e.g., inversion sensitivity: Ben-Yehudah et al., 2018; case alternation or inverse fonts: Pae and Lee, 2015) and a larger bias towards lexical-level processing in word identification. For example, Ben-Yehudah and colleagues found that CE bilinguals’ naming times were biased towards greater reliance on lexical-level measures (e.g., lexical frequency). In contrast, KE naming times were biased towards greater reliance on sublexical-level measures (e.g., consistency of grapheme-phoneme mapping; Ben-Yehudah et al., 2018). Interestingly, similar behavioral patterns have been observed for the participants in the current study, who were invited to participate in a behavioral study of their reading skill (Hirshorn et al., 2018). Individuals with greater inversion sensitivity had relatively greater reliance on lexical-level factors in a naming task, whereas individuals with less inversion sensitivity had relatively greater reliance on sublexical-level factors. Taken together, these clusters of reading profiles provide support for alternate routes to skilled reading in English that can be found across a wide range of reading backgrounds.

It is worth noting that some studies provide evidence in support of neurons within the VWFA being highly selective for whole word processing (holistic/lexical representation; Glezer et al., 2009), which might be seen as contrary to the findings here. However, as discussed earlier, there is also evidence supporting involvement of the VWFA in sublexical processing. Our findings do not have to be seen as incompatible or mutually exclusive from the view that the VWFA contains lexical representations. We suggest that there might be a discrepancy in the relative...
contributions of lexical and sublexical processing across the hemispheres, with the left contributing relatively more to sublexical/analytic processing in some individuals. We do, however, acknowledge the ongoing debate over the function of the VWFA.

In this study, we found group differences across several ways of defining the VWFA. One interesting aspect of these findings was the similar univariate responses to words and to letter-strings that we observed in the VWFA defined through a “words versus letter-strings” multi-voxel contrast. This is somewhat surprising, because a recent study used a “words vs. consonants” contrast as one of three univariate comparisons to localize a specific sub-region within the left VOTC associated with lexical-level visual word form processing (Lerma-Usabiaga et al., 2018). That paper’s reported locus for the words vs. letter-strings contrast was nearly identical to the VWFA locus identified through our multivariate analysis (Talairach: −41, −53, −9 vs. −40, −53, −10 respectively). Notably, however, the size of the BOLD signal difference for their lexical contrasts (real words vs. letter strings, real words vs. pronounceable nonwords, real words vs. false font strings) was substantially smaller than the signal difference observed for perceptual contrasts (real words vs. checkerboards, real words vs. scrambled words, real words vs. phase-scrambled words), and (with 66 participants) that study had considerably more power. Further, positive findings of multi-voxel information without univariate differences have been found in a number of MVPA studies of the visual system (Coutanche, 2013; Harrison and Tong, 2009). Taken together, the differences we observed across analytic methods are consistent with findings that multi-voxel patterns represent finer stimulus distinctions, while broader stimulus distinctions are represented in coarser forms of BOLD organization (Brants et al., 2011).

3.1. Multivariate laterality and reading style

As part of our investigation, an exploratory examination of the relationship between multivariate laterality and inversion sensitivity revealed two significant clusters. The results for one cluster, located near the left IFJ, mirrored those seen for the VWFA, with a negative correlation observed between individuals’ multivariate laterality and their inversion sensitivity scores (i.e., the more bilateral, the higher the inversion sensitivity). The results for the second cluster, located in the left STG, showed the opposite pattern, with a positive correlation observed between lateralization and inversion sensitivity (i.e., the more left-lateralized, the higher the inversion sensitivity). Both the IFG and STG have been associated with reading skill and orthographic-phonological processing (Blau et al., 2009; Froyen et al., 2011; Taylor et al., 2013; Vigneau et al., 2006). The IFJ has been proposed as a component of a speech-based reading pathway in which sublexical orthographic-phonological correspondences are used to “decode” printed words (Taylor et al., 2013; Vigneau et al., 2006), and recent work suggests it may exert a top-down influence over visual processing within the FG (including the VWFA) (Thiebaut de Schotten, Cohen, Amemiy, Braga and Dehaene, 2014; Vogel et al., 2012; Zachariou et al., 2014). The STG, which houses primary auditory and auditory association cortex, has been implicated in print-sound integration. This has been shown at the letter, syllable, and word levels through differential activation being observed within the STG to bimodal stimuli with congruent versus incongruent constituents (e.g., a visually displayed word presented simultaneously with a matching or mismatching spoken word; Blau et al., 2009; Kronschnabel et al., 2014; McNorgan et al., 2014). Speculatively, we propose that greater analytic orthographic coding (as indicated by low inversion sensitivity and left-lateralization of the VWFA) might be associated with greater use of a speech-based pathway that supports sublexical orthographic-phonological mapping; conversely, greater holistic orthographic coding (as indicated by high inversion sensitivity and bilateral engagement of the VWFA and rVWFA) might be associated with more automatic retrieval of acoustic word forms that map onto corresponding visual word forms.

Future directions from this work might include relating other behavioral measures to multivariate laterality. For example, applying this analytical technique could shed light on other lateralization-relevant domains such as face processing or other forms of language processing. More broadly, our multivariate measure of lateralization provides opportunities for investigating questions that may have previously led to null findings because of limitations in the sensitivity of univariate lateralization to individual differences. Our multivariate laterality approach will be particularly useful for subtle stimuli contrasts, which require high sensitivity to underlying neural information, such as words versus letter-strings for word processing, or different types of faces for face processing. Such highly specific distinctions are often represented in a region’s multi-voxel patterns (as seen for distinguishing different types of objects from activity in ventral temporal cortex; Hashby et al., 2001). Investigations of cognitive functions that draw on such subtle distinctions in patterns of activity might particularly benefit from applying a measure of lateralization that has access to this multi-voxel information.

4. Summary

In conclusion, this study demonstrates that multivariate laterality (but not conventional lateralization) of the VWFA during reading predicts an individual’s behavioral sensitivity to word inversion. A bias towards holistic, versus analytical, orthographic processing predicts more bilateral deployment of the VWFA and rVWFA during orthographic processing in native English readers. More generally, multivariate techniques can be used to provide additional insights into how the lateralized—and bilateral—brain achieves perceptual and cognitive functions.
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